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A A ““research roadmapresearch roadmap”” was was
developed for the California Energydeveloped for the California Energy
Commission.  This outlined keyCommission.  This outlined key
areas for energy efficiency research,areas for energy efficiency research,
development, and demonstrationdevelopment, and demonstration
and includes strategies that can beand includes strategies that can be
implemented in the short term.implemented in the short term.

Data Center Research Roadmap



Data Center research activitiesData Center research activities

 Benchmarking and 23 data center case studiesBenchmarking and 23 data center case studies

 Self-benchmarking protocolSelf-benchmarking protocol

 Power supply efficiency studyPower supply efficiency study

 UPS systems efficiency studyUPS systems efficiency study

 Standby generation lossesStandby generation losses

 Performance metrics Performance metrics –– Computation/watt Computation/watt

 Market studyMarket study

 EPA report to CongressEPA report to Congress



LBNL Data CenterLBNL Data Center
demonstration projectsdemonstration projects

 Outside air economizer demonstration (PG&E)Outside air economizer demonstration (PG&E)
–– Contamination concernsContamination concerns
–– Humidity control concernsHumidity control concerns

 DC powering demonstrations (CEC-PIER)DC powering demonstrations (CEC-PIER)
–– Facility levelFacility level
–– Rack levelRack level

 ““Air managementAir management”” demonstration (PG&E) demonstration (PG&E)



Case studies/benchmarksCase studies/benchmarks

 

 Banks/financialBanks/financial
institutionsinstitutions

 Web hostingWeb hosting
 Internet serviceInternet service

providerprovider
 Scientific ComputingScientific Computing
 Recovery centerRecovery center
 Tax processingTax processing
 Storage and routerStorage and router

manufacturersmanufacturers
 Computer animationComputer animation
 othersothers



IT equipment load densityIT equipment load density

IT Equipment Load Intensity
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Benchmarking energy end useBenchmarking energy end use

local distribution lines

to the building, 480 V

HVAC system

lights, office space, etc.

UPS PDU computer racks

backup diesel 
generators

Electricity Flows in Data CentersElectricity Flows in Data Centers

computer
equipment

uninterruptible 

load

UPS = Uninterruptible Power Supply

PDU = Power Distribution Unit;



Overall power use in Data CentersOverall power use in Data Centers

Courtesy of Michael Patterson, Intel Corporation



Data Center performance differencesData Center performance differences

Variation in Data Center Energy End Uses
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Performance varies

Data Center 

Server Load
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Percentage of power deliveredPercentage of power delivered
to IT equipmentto IT equipment

IT Equipment load Index
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HVAC system effectivenessHVAC system effectiveness

HVAC Effectiveness Index
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Benchmark results were studied toBenchmark results were studied to
find best practicesfind best practices

The ratio of IT equipment power to the totalThe ratio of IT equipment power to the total
is an indicator of relative overall efficiency.is an indicator of relative overall efficiency.
Examination of individual systems andExamination of individual systems and
components in the centers that performedcomponents in the centers that performed
well helped to identify best practices.well helped to identify best practices.



Best practices topics identifiedBest practices topics identified
through benchmarkingthrough benchmarking
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Design guidelines were developedDesign guidelines were developed
in collaboration with PG&Ein collaboration with PG&E

Guides available through
PG&E’s Energy Design
Resources Website 



Design guidance is summarized in aDesign guidance is summarized in a
web based training resourceweb based training resource

http://hightech.lbl.gov/dctraining/TOP.html



Performance metricsPerformance metrics

 Computer benchmark programs assessComputer benchmark programs assess
relative computing performance.relative computing performance.
Measuring energy use while runningMeasuring energy use while running
benchmark programs will yieldbenchmark programs will yield
Computations/Watt (similar to mpg)Computations/Watt (similar to mpg)

 Energy Star interestEnergy Star interest
 First such protocol was issued for trialFirst such protocol was issued for trial

useuse



Encouraging outside air economizersEncouraging outside air economizers

 Issue:Issue:
–– Many are reluctant to use economizersMany are reluctant to use economizers
–– Outdoor pollutants and humidity control consideredOutdoor pollutants and humidity control considered

equipment riskequipment risk

 Goal:Goal:
–– Encourage use of outside air economizers whereEncourage use of outside air economizers where

climate is appropriateclimate is appropriate

 Strategy:Strategy:
–– Address concerns:  contamination/humidity controlAddress concerns:  contamination/humidity control
–– Quantify energy savings benefitsQuantify energy savings benefits



Project objectivesProject objectives

 Identify potential failure mechanismsIdentify potential failure mechanisms

 Measure contamination levels in data centersMeasure contamination levels in data centers

 Observe humidity controlObserve humidity control

 Evaluate economizer effect on contaminationEvaluate economizer effect on contamination

levelslevels

 Compare particle concentrations to guidelinesCompare particle concentrations to guidelines

 Document economizers use in data centersDocument economizers use in data centers



Data center contamination guidelinesData center contamination guidelines

 Limited literature connecting pollutants to equipmentLimited literature connecting pollutants to equipment
failurefailure

 ASHRAE Technical CommitteeASHRAE Technical Committee
–– ““Design Considerations for Data/Com Equipment CentersDesign Considerations for Data/Com Equipment Centers””

–– Guidelines for particles, gases, humidityGuidelines for particles, gases, humidity

–– Industry Sources: Industry Sources: TelcordiaTelcordia GR-63-CORE/IEC 60721-3-3 GR-63-CORE/IEC 60721-3-3

–– Designed for telephone switching centersDesigned for telephone switching centers

–– Based on research over 20 years oldBased on research over 20 years old

 Primary concern: current leakagePrimary concern: current leakage
caused by particle bridgingcaused by particle bridging

Contaminants Concentration

Airborne Particles (TSP) 20µg/m
3

Coarse Particles <10µg/m
3

Fine Particles 15µg/m
3

Water Soluble Salts 10µg/m
3 
max-total

     Sulfate 10µg/m
3

     Nitrites 5 µg/m
3

Total 55 µg/m
3



Particle bridgingParticle bridging

Only documented pollutant problemOnly documented pollutant problem

 Over time, deposited particles bridgeOver time, deposited particles bridge
isolated conductorsisolated conductors

 Increased relative humidity causesIncreased relative humidity causes
particles to absorb moistureparticles to absorb moisture

 Particles dissociate, become electricallyParticles dissociate, become electrically
conductiveconductive

 Causes current leakageCauses current leakage
 Can damage equipmentCan damage equipment



Particle measurementsParticle measurements

 Measurements taken at eight data centersMeasurements taken at eight data centers

 Approximately week long measurementsApproximately week long measurements

 Before and after capability at three centersBefore and after capability at three centers

 Continuous monitoring equipment in place at oneContinuous monitoring equipment in place at one
center (data collection over several months)center (data collection over several months)



Some reference concentrationsSome reference concentrations
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Outdoor Measurments

Fine Particulate Matter
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Indoor Measurments 

Fine Particulate Matter
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Indoor measurementsIndoor measurements

Indoor Measurments 
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Data center w/economizerData center w/economizer
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Improved FiltrationImproved Filtration

 

Center 8 at Server Rack
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Indoor 

Relative Humidity 
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Indoor 

Relative Humidity

w/economizer 
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FindingsFindings

 Water soluble salts in combination with high humidityWater soluble salts in combination with high humidity
can cause failurescan cause failures

 It is assumed that very low humidity can allowIt is assumed that very low humidity can allow
potentially damaging static electricitypotentially damaging static electricity

 ASHRAE particle limits are drastically lower thanASHRAE particle limits are drastically lower than
manufacturer standardmanufacturer standard

 Particle concentration in closed centers is typically  anParticle concentration in closed centers is typically  an
order of magnitude lower than ASHRAE limitsorder of magnitude lower than ASHRAE limits

 Economizers, without other mitigation,  can allowEconomizers, without other mitigation,  can allow
particle concentration to approach ASHRAE limitsparticle concentration to approach ASHRAE limits

 Filters used today are typically 40% (MERV 8) efficiencyFilters used today are typically 40% (MERV 8) efficiency



Next steps for encouraging airNext steps for encouraging air
economizerseconomizers

 Analyze material captured on filtersAnalyze material captured on filters
 Collaborate with ASHRAE data centerCollaborate with ASHRAE data center

technical committeetechnical committee
 Determine failure mechanismsDetermine failure mechanisms
 Research electrostatic dischargeResearch electrostatic discharge
 Evaluate improved filtration optionsEvaluate improved filtration options



DC powering data centersDC powering data centers

Goal:Goal:
Show that a DC (direct current) systemShow that a DC (direct current) system
could be assembled with commerciallycould be assembled with commercially
available components. Measure actualavailable components. Measure actual
energy savings energy savings –– a proof of concept a proof of concept
demonstration.demonstration.
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Prior research illustrated largePrior research illustrated large
losses in power conversionlosses in power conversion
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Included in the demonstrationIncluded in the demonstration

 Side-by-side comparison ofSide-by-side comparison of
traditional AC system with newtraditional AC system with new
DC systemDC system

––  Facility level distribution Facility level distribution

––  Rack level distribution Rack level distribution

 Power measurements atPower measurements at
conversion pointsconversion points

 Servers modified to acceptServers modified to accept
380 V. DC380 V. DC

 Artificial loads to more fullyArtificial loads to more fully
simulate data centersimulate data center



Additional items includedAdditional items included

 48V. DC racks to48V. DC racks to
illustrate that other DCillustrate that other DC
solutions are available,solutions are available,
however no energyhowever no energy
monitoring wasmonitoring was
provided for thisprovided for this
configurationconfiguration

 DC lightingDC lighting



Typical AC distribution todayTypical AC distribution today
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Facility-level DC distributionFacility-level DC distribution
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Rack-level DC distributionRack-level DC distribution
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  AC system loss compared to DCAC system loss compared to DC
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Implications could be even betterImplications could be even better
for a typical data centerfor a typical data center

 Redundant UPS and server power supplies operateRedundant UPS and server power supplies operate
at reduced efficiencyat reduced efficiency

 Cooling loads would be reduced.Cooling loads would be reduced.

 Both UPS systems used in the AC base case wereBoth UPS systems used in the AC base case were
““best in classbest in class”” systems and performed better than systems and performed better than
benchmarked systems benchmarked systems –– efficiency gains compared efficiency gains compared
to typical systems could be higher.to typical systems could be higher.

 Further optimization of conversion devices/voltagesFurther optimization of conversion devices/voltages
is possibleis possible



Industry Partners in the DemonstrationIndustry Partners in the Demonstration

AlindeskaAlindeska Electrical Contractors Electrical Contractors
APCAPC
Baldwin TechnologiesBaldwin Technologies
Cisco SystemsCisco Systems
Cupertino ElectricCupertino Electric
DranetzDranetz-BMI-BMI
Emerson Network PowerEmerson Network Power
Industrial Network ManufacturingIndustrial Network Manufacturing

(IEM)(IEM)

Intel
Nextek Power Systems
Pentadyne
Rosendin Electric
SatCon Power Systems
Square D/Schneider Electric
Sun Microsystems
UNIVERSAL Electric Corp.

Equipment and Services Contributors:



Other firms collaboratedOther firms collaborated

380voltsdc.com380voltsdc.com
CCG Facility IntegrationCCG Facility Integration
Cingular WirelessCingular Wireless
Dupont Dupont FabrosFabros
EDG2, Inc.EDG2, Inc.
EYP Mission CriticalEYP Mission Critical
GannettGannett
Hewlett PackardHewlett Packard

Morrison Hershfield Corporation
NTT Facilities
RTKL
SBC Global
TDI Power
Verizon Wireless

Stakeholders:



Picture of demonstration set-up
– see video for more detail



DC power DC power –– next steps next steps

 DC power pilot installation(s)DC power pilot installation(s)
 Standardize distribution voltageStandardize distribution voltage
 Standardize DC connector and power stripsStandardize DC connector and power strips
 Server manufacturers develop power supplyServer manufacturers develop power supply

specificationspecification
 Power supply manufacturers develop prototypePower supply manufacturers develop prototype
 UL and communications certificationUL and communications certification
 Opportunity for world wide DC standardOpportunity for world wide DC standard



““Air ManagementAir Management”” demonstration demonstration

Goal:

Demonstrate better
cooling and energy
savings through
improvements in air
distribution in a high
density environment.



Demonstration descriptionDemonstration description

 The as-found conditions were monitoredThe as-found conditions were monitored
–– TemperaturesTemperatures
–– Fan energyFan energy
–– IT equipment energyIT equipment energy

 An area containing two high-intensity rows andAn area containing two high-intensity rows and
three computer room air conditioning unitsthree computer room air conditioning units
was physically isolated from rest of the centerwas physically isolated from rest of the center
–– approximately 175W/sf approximately 175W/sf



Demonstration description, Demonstration description, concon’’tt

 Two configurations were demonstratedTwo configurations were demonstrated
 Air temperatures monitored at key pointsAir temperatures monitored at key points
 IT equipment and computer room airIT equipment and computer room air

conditioner fans energy were measuredconditioner fans energy were measured
 Chilled water temperature was monitoredChilled water temperature was monitored
 Chilled water flow was not able to beChilled water flow was not able to be

measuredmeasured



First configuration - cold aisle isolationFirst configuration - cold aisle isolation



Second configuration Second configuration ––
hot aisle isolationhot aisle isolation

 



Demonstration procedureDemonstration procedure

 Once test area was isolated, air conditionerOnce test area was isolated, air conditioner
fan speed was reduced using existing fan speed was reduced using existing VFDVFD’’ss

 Temperatures at the servers were monitoredTemperatures at the servers were monitored
 IT equipment and fan energy were monitoredIT equipment and fan energy were monitored
 Chilled water temperatures were monitoredChilled water temperatures were monitored
 Hot aisle return air temperatures wereHot aisle return air temperatures were

monitored monitored ––  ΔΔT was determinedT was determined



Fan energy savingsFan energy savings  –– 75% 75%

Since there was no mixingSince there was no mixing
of cold supply air with hotof cold supply air with hot
return air -return air -
fan speed could be reducedfan speed could be reduced



Temperature variation improvedTemperature variation improved
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Better temperature control wouldBetter temperature control would
allow raising the temperature inallow raising the temperature in
the entire data centerthe entire data center
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website:website:
http://hightech.lbl.gov/datacenters/http://hightech.lbl.gov/datacenters/



Discussion/Questions??Discussion/Questions??

William Tschudi
wftschudi@lbl.gov



Supplemental slides followSupplemental slides follow



Monitoring procedureMonitoring procedure

Approach:Approach:
 Measure data center fine particle exposureMeasure data center fine particle exposure
 Determine indoor proportion of outdoorDetermine indoor proportion of outdoor

particlesparticles
 MetOneMetOne optical particle counters optical particle counters
 Size resolutionSize resolution

–– 0.3 0.3 µµm, 0.5 m, 0.5 µµm, 0.7 m, 0.7 µµm,m,
1.0 1.0 µµm, 2.0 m, 2.0 µµm, 5.0 m, 5.0 µµmm

 Assume 1.5 g/cmAssume 1.5 g/cm33 density density
 Measure at strategic locationsMeasure at strategic locations

CRAC


